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Abstract. Physiological biometric authentication methods such as fin-
gerprint, face, vein, and iris authentication have become or are becoming
popular. Although these methods are highly accurate, they still have the
problem of poor authentication due to noise and other disturbance in
recognition. To alleviate this problem, behavioral biometric authenti-
cation also has been being studied. Among them, hand gesture-based
authentication methods adopt the geometry and motion of hands and
fingers. However, such hand gesture-based methods have the problem
that they require larger movements than other authentication methods
and are easily seen by third persons, which enables forgery. In this paper,
we propose a hand gesture-based authentication method that incorpo-
rates dummy gestures to make forgery difficult. It allows increasing the
number of gesture elements by inserting dummy gestures into real ges-
tures during authentication. We show the results of an experiment that
we conducted to examine whether the participants could insert dummy
gestures and whether the dummy gestures could work as a countermea-
sure against forgery.

Keywords: Biometric authentication · Hand gesture · Forgery preven-
tion.

1 Introduction

Passwords are often used in authentication as a security measure. While pass-
words can be easily created, they have the disadvantage that they can be memo-
rized by third persons. For this reason, physiological biometric methods such as
fingerprint, face, vein, and iris authentication have become or are becoming pop-
ular. Although these methods are highly accurate, they still have the problem
of poor authentication due to noise and other disturbance in recognition.

To alleviate this problem, behavioral biometric authentication also has been
being studied. Along this line, researchers proposed hand gesture-based authen-
tication methods adopting the geometry and motion of hands and fingers [2, 4, 5,
7–10, 17, 22, 25, 27, 30, 31, 34]. However, such hand gesture-based methods have
the problem that they require larger movements than other authentication meth-
ods and are easily seen by third persons (sometimes called shoulder surfing [2]),
which enables forgery.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022 
This is the author's version. The final authenticated version is available online at 
https://doi.org/10.1007/978-3-031-05563-8_18. 

 



2 H. Terui and H. Hosobe

In this paper, we propose a hand gesture-based authentication method that
incorporates dummy gestures to make forgery difficult. It allows increasing the
number of gesture elements by inserting dummy gestures into real gestures dur-
ing authentication. In the experiment, we examined whether the participants
could insert dummy gestures and whether the dummy gestures could work as a
countermeasure against forgery. As a result, we found that it was not difficult
to authenticate with dummy gestures. We also found that adding the average
of 1.8 dummy gestures to four real gestures made it difficult to memorize the
entire gestures.

The rest of this paper is organized as follows. Section 2 describes previous
work related to our method, and Section 3 briefly explains preliminaries to our
method. Section 4 proposes our method, and Section 5 gives its implementation.
Section 6 presents the results of the experiment, and Section 7 discusses our
method. Finally, Section 8 provides conclusions and future work.

2 Related Work

Many existing personal computers and mobile devices use text-based passwords
and similar symbolic sequences such as PIN codes for user authentication. How-
ever, some users employ vulnerable passwords to easily memorize or enter the
passwords. Google’s Android introduced pattern lock [23], which allows users to
draw patterns by connecting dots on touch screens instead of entering text pass-
words. Since Android’s pattern lock uses only a small number of dots, they are
essentially almost as simple as passwords. In addition, Ye et al. [33] showed the
possibility of attacking pattern lock; they were able to infer correct patterns by
analyzing videos for the motion of fingertips even if the videos had not directly
captured the screens.

As an alternative to passwords, there has been research on biometric au-
thentication [12, 28, 29] employing characteristics of users. Methods for biomet-
ric authentication can be roughly divided into two categories, the first one using
physiological characteristics and the second one using behavioral characteristics.
Physiological characteristics include, for example, fingerprints, faces, irises, and
palm veins. In particular, fingerprint authentication is widely used in smart-
phones and tablets, and face recognition-based authentication has lately become
popular. There has also been research on the use of the physiological charac-
teristics of hands for biometric authentication [3]. For example, Jain et al. [11]
showed the possibility of identifying persons by the geometry of hands.

The method that we propose in this paper falls in the second category of bio-
metric authentication. Behavioral characteristics used in this category include,
for example, pen pressures, keystrokes, and gaits [12, 15, 28, 29, 32]. Kholmatov
and Yanikoglu [13] proposed an online signature verification method that used
not only the form of a signature but also the number and the order of the strokes
and the velocity and the pressure of the pen. Kim et al. [14] used the pressures of
fingertips as behavioral characteristics, in particular, to solve the shoulder surf-
ing problem in the context of collaborative tabletop interfaces. Ataş [1] proposed
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a biometric authentication method using the tremors of hands, and implemented
it by using the Leap Motion Controller.

Our biometric authentication method uses hand gestures as behavioral char-
acteristics. Such methods can be categorized into two, one using two-dimensional
(2D) hand gestures, and the other using three-dimensional (3D) hand gestures [6].
Methods using 2D hand gestures for biometric authentication typically employ
touch screens. Niu and Chen [18] proposed the use of gestures with taps on a
touch screen for authentication. Sae-Bae et al. [20] proposed multi-touch gestures
using a thumb and four fingers on a multi-touch screen, and studied particular
22 gestures. Sherman et al. [24] studied the use of free-form gestures for authen-
tication.

Biometric authentication methods using 3D hand gestures can be further
categorized into sensor- and camera-based methods [6]. Sensor-based methods
typically use accelerometers. Guerra-Casanova et al. [8] proposed the use of an
accelerometer-embedded mobile device to capture a 3D hand gesture like an
in-air signature. Sun et al. [25] developed a biometric authentication system
for smartphones that used on-phone accelerometers to capture 3D hand gesture
signatures. It should be noted that such sensor-based methods do not consider
the motion of fingers.

Camera-based biometric authentication methods perform image processing.
Fong et al. [7] used the stationary images of 3D hand gestures that represented
sequences of alphabets in a hand sign language. Aumi and Kratz [2] used a depth
camera for authentication with 3D hand gestures for diagrammatic shapes such
as a star and a spiral.

More recently, there has been research on camera-based methods using the
Leap Motion Controller (LMC). We previously proposed an authentication method
using three types of 3D hand gestures [9, 10]. We particularly studied the use of
the motion of fingertips and wrists for 3D gestures. We implemented the method
by using LMC to capture 3D gestures.

Other researchers also used LMC for hand gesture-based authentication.
Nigam et al. [17] used LMC to capture in-air signatures for authentication.
Xiao et al. [31] also used LMC to handle in-air signatures. Chahar et al. [4]
proposed “Leap password” consisting of six gestures using one of 10 fingers at
a time. Chan et al. [5] used LMC for authentication using a circle-drawing ges-
ture with one finger. Saritha et al. [22] also used LMC to treat circle-drawing,
swipe, screen-tap, and key-tap gestures. Wong and Kang [30] proposed station-
ary hand gestures that used the free motion of fingers without the motion of
hands, wrists, and arms; they implemented a biometric authentication method
by using LMC. Zhao and Tanaka [34] proposed a hand gesture-based authentica-
tion method using LMC; it was capable of updating gesture templates to make
it work for a long period. Wang and Tanaka [27] proposed a hand gesture-based
authentication method based on machine learning; to ease the learning process,
it incorporated data augmentation and incremental learning.
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Fig. 1. Matching two data sequences by dynamic time warping.

3 Preliminaries

In this section, we briefly describe the Japanese fingerspelling alphabets, the
Leap Motion Controller, and dynamic time warping, which we use for our hand
gesture-based authentication method.

3.1 Japanese Fingerspelling Alphabets

Fingerspelling is a visual language that maps static hand gestures into alphabets.
A hand gesture is made by extending or bending fingers and occasionally turn-
ing over the hand. Fingerspelling differs according to countries. The Japanese
fingerspelling alphabets [19] are used in Japan.

3.2 Leap Motion Controller

The Leap Motion Controller [26] is a motion sensor specialized in hand gestures.
It is equipped with a stereo infrared camera and an infrared light-emitting diode
(LED). It computes the positional information of hands in the 3D space by
lightening and capturing the hands with the LED and the stereo camera. It
achieves the tracking speed of 120 fps and the tracking accuracy of 1/100 mm,
and captures a stereo image each frame.

3.3 Dynamic Time Warping

Dynamic time warping [21] computes the matching of two data sequences in
such a way that the distances between the matched points in the sequences are
the shortest. As shown in Figure 1(a), comparing two data sequences by simply
using the same time points may yield large errors for parts of large movements.
By contrast, dynamic time warping minimizes the errors by matching the time
points as shown in Figure 1(b).
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4 Proposed Method

Our method allows a user to register a single sequence of gestures by com-
bining gesture elements that were borrowed from the Japanese fingerspelling
alphabets [19]. However, simply increasing the number of such gesture elements
imposes a burden on the user. Therefore, to make the gesture sequence difficult
for third persons to memorize and forge, our method allows the user to insert
multiple dummy gestures into real gestures during authentication. Since human
short-term memory has the capacity of 7±2 [16], the additional dummy gestures
make the entire gesture sequence more difficult for third persons to memorize
and forge.

Dummy gestures should not be recognizable to third persons although the
user needs to distinguish dummy gestures from real gestures for authentication.
For this purpose, we introduce conditions that real gestures should satisfy, and
allow the user to select a condition at the time of registering a gesture sequence.
Specifically, we introduce the following 12 conditions for real gestures that we
decided from the observation of the Japanese fingerspelling alphabets: (1) the
palm directs downward and (2) upward; (3) the thumb extends and (4) bends;
(5) the index finger extends and (6) bends; (7) the middle finger extends and
(8) bends; (9) the ring finger extends and (10) bends; (11) the little finger extends
and (12) bends.

Dummy gestures can be constructed by performing gestures that do not
satisfy the condition selected by the user. It is not necessary to select gestures
from the Japanese fingerspelling alphabets. For example, if the user selects the
condition for real gestures that the thumb bends, then any gestures with the
thumb extending will be recognized as dummy gestures and will be excluded
from the authentication. The user can insert various dummy gestures such as
the other finger bending and extending, which will make the condition difficult
for third persons to recognize.

In authentication, the order of real gestures must be preserved, but dummy
gestures can be inserted anytime. For example, let g1, g2, g3, and g4 be a sequence
of real gestures and d1, d2, and d3 be a sequence of dummy gestures. Then the
following sequences P1 and P2 of seven gestures are legal:

P1 = (g1, d1, g2, g3, d2, d3, g4)

P2 = (d1, g1, g2, d2, g3, g4, d3).

By contrast, the following sequence P3 of gestures is illegal because the order of
the real gestures is not the same:

P3 = (g1, d1, g3, g2, d2, d3, g4).

5 Implementation

We implemented the proposed method as a prototype system in Java by using
the Leap Motion Controller [26]. For dynamic time warping, we used Salvador
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Fig. 2. Prototype system based on our hand gesture-based authentication method.

and Chan’s implementation [21]. The system consists of approximately 1100 lines
of code. Figure 2 shows the system that is performing the authentication of a
user’s gesture sequence.

5.1 Template Registration

The system first asks the user to register gesture templates. The user selects
one from the 12 conditions for real gestures described in Section 4. The user
selects four real gestures from the Japanese fingerspelling alphabets in such a
way that they satisfy the selected gesture condition. We determined this number
four of the real gestures, based on the preliminary experiment that we previously
conducted.
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In the same way as our previous method [10], we obtain the following data
for each frame of the Leap Motion Controller:

(x, y, and z coordinates) × (fingertip and 4 joints)× (5 fingers)
= 75-dimensional vector.

The system additionally obtains the data of whether the fingers extend or bend,
and their pitch, roll, and yaw values. It uses the additional data to identify
dummy gestures.

To register a gesture template, the user repeats the real gestures five times.
Then the system generates the template by computing the average of the data
of the five gestures for each frame. To compute the threshold for authentication,
we used the same way as our previous method.

5.2 Authentication

In authentication, the user performs dummy gestures in addition to four real
gestures. To identify dummy gestures, the system records for each frame whether
the hand is turned over or not and whether each finger extends or bends. It uses
the roll value to judge whether the hand is turned over. It decides that a finger
bends if the finger bends for 30 % or more of the period of a gesture.

When the system does not regard an input gesture as a dummy, it compares
the input gesture with the stored gesture templates. To handle difference in speed
between the input gesture and the templates, we use our previous interpolation
method [10] as well as dynamic time warping [21]. Also, we handle difference
in positions between the input gesture and the templates by translating the
input gesture to the initial positions of the templates. The system compares the
input gesture with a template by computing the Euclidean distances between
the matched frames by dynamic time warping. If the sum of the Euclidean
distances is smaller than the predetermined threshold, the system accepts the
input gesture.

6 Experiment

To evaluate the proposed method, we conducted an experiment. We particularly
examined whether new users could perform hand gestures for authentication
and whether dummy gestures could work as a countermeasure against gesture
forgery.

6.1 Procedure

We recruited 12 participants who were all male and 22.0 years old on average
(more specifically, one 24-year-old, one 23-year-old, seven 22-year-old, and three
21-year-old persons). We restricted them only to male to exclude the influence
of the difference of hand geometry as much as possible. They all were new to
hand gestures.
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Table 1. Result of the questionnaire.

Question Mean Variance

1: Easiness of hand gesture-based authentication 2.7 1.7
2: Easiness of authentication with dummy gestures 2.9 1.7
3: Easiness of inserting dummy gestures 3.3 1.4

4: Appropriate number of dummy gestures 2.9 0.24
5: Number of dummy gestures that disabled memorizing 1.8 0.69

We asked each of them to select one from the 12 conditions. They started
and finished each gesture element by extending all the fingers. They first selected
four gesture elements (g1, g2, g3, and g4) from the Japanese fingerspelling alpha-
bets, and registered a gesture template by repeating the gesture sequence five
times. Then they authenticated the gesture sequence without dummy gestures
five times. Next, they performed gestures by inserting two to six dummy gestures
that occurred to them at that time. In addition, they watched the videos where
another person was performing gestures, by which we investigated how many
dummy gestures were needed to make them difficult to memorize.

After the experiment, we conducted a questionnaire. We asked them to an-
swer the following three questions in Likert scale from 1 (very difficult) to 5
(very easy).

Question 1: Was the hand gesture-based authentication easy?
Question 2: Was the authentication with dummy gestures easy?
Question 3: Was it easy to insert dummy gestures by yourself?

We also asked them to answer the numbers of gestures for the following two
questions.

Question 4: How many dummy gestures do you think are appropriate?
Question 5: Howmany dummy gestures disabled you from memorizing another

person’s gesture sequences?

6.2 Results

Table 1 shows the results of the questionnaire. The results of questions 1 and
2 indicate that the participants who were new to hand gestures were able to
use our hand gesture-based authentication method. The result of question 3
indicates that it was not difficult for the participants to insert dummy gestures
by themselves. According to the results of questions 4 and 5, they wanted to
insert about three dummy gestures, but they were disabled by nearly two dummy
gestures from memorizing gesture sequences.

Table 2 shows the result of the acceptance rates of the gestures of the par-
ticipants. The rates varied according to the participants; while the rates for
participant 2 were significantly low, the rates for participant 5 were compara-
tively high. The error rate for dummy gestures was 0.038 % since 9 out of the
240 dummy gestures performed by the 12 participants were accepted.
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Table 2. Acceptance rates of the gestures of the participants.

Participant g1 (%) g2 (%) g3 (%) g4 (%) Mean (%)

1 40 60 70 70 60
2 0 0 10 20 7.5
3 0 90 70 20 45
4 30 30 10 60 33
5 90 80 70 30 68
6 40 40 60 0 35
7 30 30 100 0 40
8 100 80 60 20 65
9 30 10 40 0 20
10 20 10 30 90 38
11 0 0 70 90 40
12 20 80 30 20 38

7 Discussion

The result of question 1 indicates that the participants found it slightly difficult
to perform the hand gesture-based authentication for the first time. However,
as far as we observed the participants’ behaviors during the experiment, they
were able to perform hand gestures after practice. We think that, since the
Japanese fingerspelling alphabets include hand gestures that appear in daily
life, the participants were able to perform the gestures without much difficulty.

According to the result of question 2, the authentication with dummy ges-
tures was easier than the hand gesture-based authentication. More specifically,
some participants answered to question 2 that the authentication with dummy
gestures was easy even if they answered to question 1 that the hand gesture-based
authentication was difficult. We think that the authentication with dummy ges-
tures is not difficult even for users who think of the hand gesture-based authen-
tication as being difficult.

The result of question 3 indicates that the participants did not think that
it was difficult to insert dummy gestures by themselves. We think that this is
because of the simplicity of our method that specifies only one condition for
real gestures and lets the users perform dummy gestures that do not satisfy the
condition. A participant commented that it was easy to produce variations of
gestures because only turning over the hand made a different gesture.

The result of question 5 indicates that inserting only 1.8 dummy gestures
made it difficult for the participants to memorize entire gesture sequences. In
other words, it was difficult to memorize a sequence of 5.8 gestures consisting
of four real and 1.8 dummy gestures. Our experiment showed that the general
capacity of 7 ± 2 of human short-term memory [16] was also true for gesture
sequences. According to the result of question 4, the participants thought that
adding 2.9 dummy gestures was appropriate. Therefore, we claim that perform-
ing seven gestures including three dummy gestures works as a countermeasure
against gesture forgery.
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As shown in Table 2, our system did not achieve high acceptance rates,
compared to other related methods. There were few gestures that achieved the
acceptance rates of 90 % or more although it is difficult to simply compare the
results because of the different gestures performed by the participants. We think
that a cause for those low acceptance rates was that it was difficult for the par-
ticipants to accurately perform each gesture while performing multiple gestures,
compared to the case of performing only one gesture. In fact, we confirmed that
the variance of the time for performing gestures in authentication was larger
than that in registration, which means that the time for performing gestures in
authentication largely varied.

8 Conclusions and Future Work

We proposed a hand gesture-based authentication method that incorporated
dummy gestures to make forgery difficult. Although the acceptance rate of real
gestures was not high, we showed that the method worked as a countermeasure
against gesture forgery by incorporating 1.8 dummy gestures. Also, it effectively
identified dummy gestures with the low error rate of 0.038 %.

Our future work is to support an undo function; some participants com-
mented that it was troublesome to perform gestures from the beginning when
they made a single mistake while performing multiple gestures. Another future
direction is to improve the acceptance rate of real gestures by using Wang and
Tanaka’s method [27].
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